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Proposed vision
Dynamic, feedback control

ÁViewed as an optimal control task

ÁTherapies are dynamicand 
adaptive
τ Dependent upon patient trajectory

Traditional precision medicine
Classifythen treat

ÁViewed as a classification task

ÁTherapies are staticand non-
adaptive

Precision medicine as a control problem

ñéthe ability to classify individuals into 
subpopulations that differ in their 
susceptibility to a particular disease or 
their response to a specific treatment.ò

- National Research Council
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ÁMany control approaches use existing data to retrospectively learn control policies

ÁSimulation enables virtual experimentation: going beyond what has been tried

ÁRecent advances in optimal control have enabled learning controllers for complex, high-
dimensional simulations

The need for simulation

Clinical Data Biological Simulation

Scope

of interventions

Limited to whatôs already 

been tried

Able to explore new 

interventions and/or 

combinations

Interpretability

of interventions

Limited by statistical power 

of existing data

Limited only by 

computation

Dimensionality

of interventions

Low-dimensional, discrete

(e.g. 1 ï2 drugs, 3 doses)

High-dimensional, 

continuous

Dynamics

of interventions
Typically static Dynamic, adaptive

Learning controllers usingé
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Sepsis agent-based simulation ςDemo
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Problem Formulation: Observation Space

Cytokine level + cell counts 

at each grid point

Aggregate cytokine levels + 

cell counts (non-spatial)

Size: ᴙ101ṋ101ṋ21ṋN Size: ᴙ21ṋN

Clinically unrealistic with 

todayôs technology

Clinically plausible from 

blood tests

large, spatial small, aggregate

Observation Space

21 channels/ñpixelò

21 

outputs

observation
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reward
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Problem Formulation: Action Space

Differentially control all 

cytokines at once

Augment or inhibit by a 

fixed amount;

One cytokine at a time

Size: [-1, 1]14 Size: 29

Clinically plausible with 

multi-channel infusion pump

Clinically plausible

large, continuous small, discrete

Action Space
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ÁThe simulation naturally provides only sparse, binary rewards: 
life/death

ÁTo aid learning, we added two terms to the reward signal
1. Potential-based reward shaping term
Å IŜƭǇǎ ƎǳƛŘŜ ǘƘŜ w[ ŀƎŜƴǘ ǘƻǿŀǊŘ άƎƻƻŘέ ǎǘŀǘŜǎ ǿƛǘƘƻǳǘ ŀƭǘŜǊƛƴƎ ǘƘŜ ƻǇǘƛƳŀƭ 

policy

2. A penalty for taking actions
Å Regularizer; promotes conservative actions

ÁFinal reward signal:

Problem Formulation: Reward Signal
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Challenge Atari 2600 MuJoCo Sepsis

High-dimensional state ṉ ṉ ṉ

High-dimensional actions ṉ ṉ

Sparse rewards sometimes ṉ

Long time horizons ṉ

Computationally expensive ṉ

Unsolvable by humans ṉ

Stochastic None None High

Each episode has different dynamics ṉ

Unique challenges of the sepsis environment

Failed to solve using human experience, 

genetic algorithms, and classify Ą control 

approaches
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Á9ƴǾƛǊƻƴƳŜƴǘ ƛǎ άǎƻƭǾŜŘέ ōȅ нΣрлл ŜǇƛǎƻŘŜǎ
Á5ƛǎǘƛƴŎǘ άǇƘŀǎŜǎέ ƻŦ ƭŜŀǊƴƛƴƎ

Training the DRL agent
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ÁMortality rate under learned policy
τ Trained patient: 46% Ą 0%
τ Across 500 patients: 49% Ą 0.8%

Evaluating the learned policy

ÁClinical insight
τ IL-1 (pro-inflammatory) is unregulated 

early and suppressed late
τ Suppression comes later for patients 

with larger initial infections

small

medium

large

Initial infection

augmentation

suppression

IL-1 Modulation
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ÁTradeoff between controllability and clinical relevance

Next steps: Improving clinical plausibility

Observability

Observation 

delay

Observation 

frequency

Action set

Clinically implausible Clinically plausible

Aspect Next step

Remove infection and 

damage from state

Add 3 hr observation 

delay

Decrease to 

observation every 6 hr

Identify existing 

mediators

spatially resolved;

all state variables

concentrations;

cytokines, cells

theoretical:

0 hr

laboratory test:

24 ï48 hr

invasive:

~minutes

clinical practice:

6 hr

theoretical drugs
clinically 

tested drugs

wet-lab:

3 hr

wet-lab 

tested drugs
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Long-term vision: Closed-loop control system

https://openclipart.org/

https://www.mediware.com/home-care/blog/new-legislation-help-home-infusion-patients/

https://www.thediabetescouncil.com/closed-loop-systems-future-treatment-for-diabetes/

Closed-loop insulin pump

ñéused to modulate the drug 
infusion rate to maintain in vivo 
drug levelsat a target value.ò

- Nat Biomed Eng 1:72 (2017)

Closed-loop dynamic dosing

Patient Sensor/

assay

DRL-informed

control policy

Multi-

channel

infusion 

pump


